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Executive Summary 

 

A typical span of the Little River overflow bridge located in McCurtain County, 

Oklahoma, a shear-critical prestressed concrete bridge identified by the Oklahoma 

Department of Transportation (ODOT) Bridge Division, is studied using a 

multidisciplinary approach. Field measurements are collected in terms of accelerations. 

They are processed in both time-domain and frequency-domain analyses. The results 

are validated and interpreted using the principles in structural engineering to reveal the 

insights about the bridge span; new findings are discovered and reported to the ODOT 

Bridge Division. These findings and our developed systematic approach will be widely 

disseminated in the ASCE structural health monitoring community given the inherent 

challenge in processing and understanding dynamic measurements of real-world 

structures.  

 

This case study would serve as a convincing example to demonstrate the usefulness of 

applying vibration-based structural health monitoring approach – when it is used to 

capture the behavior of a real-world structure in a global sense. With equal importance, 

this case study indicates the importance of integrating closely digital signal processing 

techniques with the knowledge in bridge design and modeling in order to make sense of 

the dynamic measurements of large-scale civil infrastructures.  

 

These data processing and result analysis efforts are the focus of this report, while 

snapshots of our other work, including finite element modeling of the bridge span, 

nonlinear system identification and model updating, are provided. The limitations of 

vibration-based structural health monitoring approach are well known in the ASCE 

structural health monitoring, therefore continuing to develop novel solutions is needed. 

 
Keywords: structural health monitoring, prestressed concrete bridge, ambient vibrations, 

vibration-based methods, frequency-domain analysis, nonstationarity of data. 
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1. INTRODUCTION 

1.1. Motivations and Technical Challenges 

We put forth a research project on structural health monitoring of prestressed concrete 

highway bridges with focuses on data processing, result interpretation and finite element 

model updating. We propose to thoroughly study a typical span of the Little River 

overflow bridge located in McCurtain County, Oklahoma, a shear-critical prestressed 

concrete bridge clearly identified by the Oklahoma Department of Transportation 

(ODOT) Bridge Division. Specifically, the interior girders were designed for shear 

following the 11th edition of AASHTO Standard Specifications in 1973 [2] but were found 

insufficient according to currently used AASHTO LRFD [3]. 

 

Shear failures are catastrophic in nature. According to the ODOT Bridge Division, 

there are prestressed concrete bridge girders with similar concerns in Oklahoma. 

Replacing them all or even retrofitting them all for shear would at least cost several 

millions of dollars. The required biennial inspection also incurs nontrivial cost. The 

actual shear capacity of these girders is therefore of a great deal of interest to the 

practice and decision-making for the ODOT Bridge Division. 

 

Structural heath monitoring (SHM) has been making strides in the past decade or so 

as the health of the infrastructures continues to deteriorate [4]. To address the concern 

of the ODOT Bridge Division to the actual shear capacity of the specified girders in use, 

a structural identification approach should be adopted. 

1.2. Overview of Accomplished Work 

Our accomplished work is summarized in Table 1 following the proposed tasks in the 

proposal. All tasks planned in the proposal are carried out with serious effort; all of them 

have written documentations.  
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Table 1. An overview of accomplished work during the period of this project. 

Task in 
Proposal Work in Report Work Documented Elsewhere and Remark 

1 see Section 3 for details an internal report led by Randall D. Martin in 2009 

2a see Section 6.1 for a 
snapshot a separate write-up by Luther W. White 

2b see Section 8 for summary 
and recommendation a separate write-up by Mr. Peng F. Tang in 2010 

3 see Section 6.2 for 
Summary 

(i) an internal report by Jin-Song Pei and Peter H. Fobel 
in 2011 
(ii) an internal report by Ronald Adomako with 
contributions from Peng F. Tang, Joseph P. Wright and 
Jin-Song Pei in 2011 
(iii) a journal paper draft by Peng F. Tang, Jin-Song Pei, 
Joseph P. Wright and Peter H. Fobel under preparation 

4 see Section 6.3 for a 
snapshot a separate write-up by Luther W. White 

5 see Sections 4 and 5  
for details 

(i) a journal paper draft by Peng F. Tang, Jin-Song Pei, 
Luther W. White, and Andrew W. Smyth under 
preparation 
(ii) expected and unexpected findings thus the focus of 
this report 

6 see Section 6.4 for a 
snapshot 

an unfinished journal paper draft by James L. Beck, Jin-
Song Pei and Konstantin M. Zuev in 2010 

 

 

1.3. Overview of Key Findings 

The fundamental frequency of a typical span of the Little River overflow bridge is 

determined and validated using six sets of acceleration measurements, each of a long 

recording duration, while other higher modal frequencies are estimated. As expected, 

the fundamental frequency corresponds to the vertical motion; its values extracted from 

the processed data measurement are consistent with those estimated using the first 

principle. 

 

Using the measured accelerations, two low frequencies are identified in terms of the 

absolute motions along the transverse and longitudinal directions, in which the 

transverse motion was felt by a few members of the field testing team. However, these 

two low frequencies basically both disappear in the relative motions with respect to the 

ends of the span. It is thus suspected that these frequencies correspond to some rigid 

body motions of the entire beam-slab system of the bridge deck. A series of efforts is 
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carried out to make sense of these suspected rigid body motions possibly concerning 

how exactly the bridge span behaves under the specified testing condition, i.e., one lane 

was open for traffic while the other was closed for testing personnel. 
 

1.4. Structure of Report 

According to Table 2, the data processing and result analysis are the centerpiece of 

this report. They are in Sections 4 and 5, respectively. While Section 2 gives a review 

of relevant techniques used in data processing among others, Section 3 outlines the field 

testing to highlight how the data was collected. Section 8 discusses future work, and 

Section 7 concludes the report. 
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2. BACKGROUND INFORMATION AND LITERATURE 

REVIEW 

2.1. On Little River overflow bridge  

The Little river overflow bridge is located in McCurtain County between the cities of 

Broken Bow and Idabel on State Highway 70 (See Figure 1). Figure 2 indicates the 

Type II girders with a large beam spacing of 11'9'', which causes the concern of the 

ODOT engineers given that it is a shear-critical prestressed concrete bridge clearly 

identified by the ODOT Bridge Division. Figures 3 and 4 will be utilized in our result 

analysis. 

 

 

 
Figure 1. The Little River overflow bridge (“Bridge D,” NBI No. 19269). 
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Figure 2. Elevation of the Little River overflow bridge (“Bridge D,” NBI No. 19269). 

 

 

 
Figure 3. Typical expansion joint and simple support of the Little River overflow bridge 

(“Bridge D,” NBI No. 19269). 
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Figure 4. Piles and pile cap at a typical bent of the Little River overflow bridge (“Bridge 

D,” NBI No. 19269). 

 

 

2.2. Literature Review of Structural Health Monitoring of Similar 

Bridges 

We searched the current literature on vibration-based structural health monitoring done 

on similar bridge structures and summarized it in Table 2. 
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Table 2. Summary of publications on vibration-based health monitoring of bridges. 
† S-span, L-total length, W-width, T-thickness, H-height 

Ref. Nature of 
Bridge 

Structural 
Type Dimensions† Freqs 

(Hz) 
Sketch of Adopted 

Approach 

[5] unspecified fixed-fixed S=65.6’, W=49.2’,  
7 webs (T=12’’, H=5.6’) 

14.62 
14.83 
16.67 

kinetic  analysis  using 
vibration modal analysis 
theory 

[6] unspecified simply 
supported 

3 spans, S=60’, W=37.5’, 
eight I-Beam tied with three 
diaphragms (T=6’’) and  
two end diaphragms (T=15’’) 

4.04 
6.26 

11.97 

finite element method 
using ANSYS 

[7] unspecified unspecified 
S=163’, W=43.5’, deck supported by 
two WF-36 steel plate girders and 
three WF-21 steel stringers 

2.50 
3.00 
3.50 

ambient test data analyzed 
by cross-correlation 
function method (Natural 
Excitation Technique, 
NExT) 

[8] highway 
bridge unspecified five spans, L=1089’, three piers 

1.61 
2.06 
2.64 

standard Fourier transform 

[9] highway 
bridge unspecified 

three spans, L=196.6’, W=41’, two 
piers (53’ apart from the central), 
deck: T=3’ 

3.24 
5.32 
8.40 

finite element method and 
experiments using 
Frequency Response 
Function (FRF) 

[10] highway 
bridge unspecified 6 spans, L=341’, W=45’, deck: T=3’, 

three piers at each inner support 

7.00 
8.40 
9.50 

FRF 

 

 

2.3. Terminologies for Data Acquisition System 

Some of the main terminologies for the data acquisition system are given below: 

 

Resolution: The smallest quantity that can be measured [11]. 

For example, an 18-bit resolution means the level of voltage that can be captured 

by the instrument is 1/218 V, which is approximately 4×10−6 V. 

 

Dynamic Range: The ratio between the largest and smallest possible values of a 

changeable quantity. 

For electronics, it is the ratio of a specified maximum level of a parameter - 

denoted by “max” - such as power, current, voltage or frequency, to the minimum 

detectable value of that parameter - denoted by “min” (See Wikipedia: 

http://en.wikipedia.org/wiki/DynamicRange). 
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The formula for dynamic range is as follows: 

DR = 20log10 �
max
min

� 

(1) 

Given that the maximum level of the voltage is 1 V and because the minimum level 

of voltage that can be captured by the instrument is 1/218 V, the dynamic range 

would be as follows: 

20 × log10 �
max
min

�  =  20 × log10(218)  = 108dB 

which fits well with the description of the system on http://www.relemr-

merc.org/Demo_Documentation. 

 

Frequency Response: The relationship between the input and output. 
The formula for frequency response 𝐻𝐻(𝑗𝑗𝑗𝑗) of a system is as follows: 

𝐻𝐻(𝑗𝑗𝑗𝑗) =  
𝑌𝑌(𝑗𝑗𝑗𝑗)
𝑋𝑋(𝑗𝑗𝑗𝑗)

 

(2) 

where 𝑌𝑌(𝑗𝑗𝑗𝑗)  and 𝑋𝑋(𝑗𝑗𝑗𝑗)  refer to the output and input in frequency-domain, 

respectively. In this study, the upper bound of the frequency response of the 

acquisition is 80 Hz. From Eq. (2), it can be seen that the output in this case can 

only be trusted in the frequency band below 80 Hz. This means we should only pay 

attention to the frequency components below 80 Hz. 

 

Brickwall Filter: An idealized electronic filter, one that has full transmission in the 

passband, and complete attenuation in the stop band, with abrupt transitions, such as 

a sinc filter. 

This is not physically realizable as it is an infinite impulse response (IIR) filter, but 

approximate implementations are sometimes used and they are frequently called 

Brickwall filters (See Wikipedia: http://en.wikipedia.org/wiki/Sinc_filter#Brick-

wall_filters). 

8 

http://www.relemr-merc.org/Demo_Documentation
http://www.relemr-merc.org/Demo_Documentation


 

2.4. Digital Signal Processing: A Snapshot 

2.4.1. Definition of PSD  

To explain the meaning of power spectral density (PSD), it is useful to introduce a 

commonly used technique, Fourier transform (FT), which transforms a signal from time-

domain to frequency-domain by describing how the signal is composed of different 

frequency components. Depending on the type of the signal, FT is defined differently. 

The relationship between a time signal 𝑥𝑥 and its frequency counterpart 𝑋𝑋 is summarized 

in Table 3 following [1]. Figure 5 is an example to illustrate how FT works: A discrete 

and finite signal in time-domain (left panel) is a two-component sine wave, 𝑥𝑥 =

0.7 sin(2𝜋𝜋 × 10𝑡𝑡) + sin (2𝜋𝜋 × 40𝑡𝑡), corrupted with white noise. The signal’s frequency 

response magnitude (right panel), which is done through DFT, has two outstanding 

peaks exactly at the two known frequencies, 10 Hz and 40 Hz. 

 

 

Table 3. A summary of different types of FT following [1].  
† 𝑗𝑗 = √−1. ‡ 𝑁𝑁 is the length of the signal. 

Type of FT Mathematical Expression Type of Signal for Application 
continuous FT 

(CFT) 𝑋𝑋(𝑗𝑗𝑗𝑗) = � 𝑥𝑥(𝑡𝑡)𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗𝑑𝑑𝑑𝑑
∞

−∞
† continuous & infinite duration 

discrete-time FT 
(DTFT) 𝑋𝑋(𝑒𝑒𝑗𝑗𝑗𝑗) = � 𝑥𝑥[𝑛𝑛]𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗

∞

𝑛𝑛=−∞

 discrete & infinite duration 

discrete FT (DFT) 𝑋𝑋 �
2𝜋𝜋𝜋𝜋
𝑁𝑁

� = �𝑥𝑥[𝑛𝑛]𝑒𝑒−
𝑗𝑗2𝜋𝜋𝜋𝜋𝜋𝜋
𝑁𝑁

𝑁𝑁−1

𝑛𝑛=0

‡ discrete & finite duration 
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Figure 5. Illustrative example of how FT works inspired by an example in MATLAB. 

 

 

From here, it would be easy for us to explain PSD, a useful quantity in frequency-

domain analysis. The definition of PSD is as follows: 

𝑃𝑃𝑧𝑧(𝜔𝜔) = � 𝑅𝑅𝑧𝑧

∞

𝑚𝑚=−∞

(𝑚𝑚)𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗

(3)   

where 

𝑅𝑅𝑧𝑧(𝑚𝑚) =  𝐸𝐸(𝑧𝑧[𝑛𝑛 + 𝑚𝑚]𝑧𝑧∗[𝑛𝑛]) 

(4) 

and 𝑅𝑅𝑧𝑧(𝑚𝑚) is the auto-correlation of 𝑧𝑧[𝑛𝑛], where 𝛦𝛦 represents expectation and ∗ stands 

for complex conjugate [12]. Auto-correlation is a mathematical concept for finding 

repeating patterns, such as the presence of a periodic signal which is corrupted with 

noise. By comparing Eq. (3) with Table 2.4.1, it can be seen that 𝑃𝑃𝑧𝑧(𝜔𝜔) is in fact the 

DTFT of 𝑅𝑅𝑧𝑧(𝑚𝑚). 

 

Cross-correlation is a quantity similar to auto-correlation, and is defined as follows: 
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𝑅𝑅𝑥𝑥𝑥𝑥(𝑚𝑚) =  𝐸𝐸(𝑥𝑥[𝑛𝑛 + 𝑚𝑚]𝑦𝑦∗[𝑛𝑛]) 

(5) 

Its DTFT is called cross-spectral density (CSD), and is computed as follows: 

𝑃𝑃𝑥𝑥𝑥𝑥(𝜔𝜔) = � 𝑅𝑅𝑥𝑥𝑥𝑥

∞

𝑚𝑚=−∞

(𝑚𝑚)𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗  

(6) 

The coherence function of two signals, 𝑥𝑥 and 𝑦𝑦, is the ratio of the magnitude square 

of their CSD over the product of their own PSDs expressed as follows: 

𝛾𝛾𝑥𝑥𝑥𝑥(𝜔𝜔)  =  
�𝑃𝑃𝑥𝑥𝑥𝑥(𝜔𝜔)�

2

𝑃𝑃𝑥𝑥(𝜔𝜔)𝑃𝑃𝑦𝑦(𝜔𝜔) 
 

(7) 

For a physical system with frequency f in Hz, the angular frequency in Eq. (3) is as 

follows: 

𝜔𝜔 =  
2𝜋𝜋𝜋𝜋
𝑓𝑓𝑠𝑠 

 

(8) 

where 𝑓𝑓𝑠𝑠 is the sampling frequency in Hz. 

2.4.2. Periodogram 

According to Eq. 3, the definition of PSD calls for the use of infinite-length signals. This 

is not possible for real-world applications; therefore, the PSD is commonly estimated 

through periodogram. Periodogram is the square of the magnitude of DFT and 

expressed as follows: 

𝑆𝑆𝑥𝑥�𝑒𝑒𝑗𝑗𝑗𝑗� =  
1
𝑁𝑁
�� 𝑥𝑥[𝑛𝑛]𝑒𝑒−𝑗𝑗

2𝜋𝜋𝜋𝜋𝜋𝜋
𝑁𝑁

𝑁𝑁−1

𝑛𝑛=0

�

2

 

(9) 

where 

𝜔𝜔 =  
2𝜋𝜋𝜋𝜋
𝑁𝑁

, 𝑘𝑘 = 0, 1, … ,𝑁𝑁 − 1 

in other words, ω is discretely and uniformly distributed [12]. 
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Since periodogram is nothing but basic Fourier transform, it suffers from the problem 

of poor variance and bias behavior. When a windowing function is first applied to the 

data, a periodogram is called a modified periodogram, and is defined as follows: 

𝑆𝑆𝑥𝑥�𝑒𝑒𝑗𝑗𝑗𝑗� =  
1
𝑁𝑁 �∑ 𝑤𝑤[𝑛𝑛]𝑥𝑥[𝑛𝑛]𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗𝑁𝑁−1

𝑛𝑛=0 �
2

1
𝑁𝑁∑ |𝑤𝑤[𝑛𝑛]|2𝑁𝑁−1

𝑛𝑛=0

 

(10) 

 

where 𝑤𝑤[𝑛𝑛] is the so-called window function, the use of which helps ease the problem of 

frequency leaking involved in DFT and reduce the variance in the estimation of PSD. 

 

Equation (10) follows the idea of a famous algorithm called the Welch’s method, put 

forth in [13], which we depend heavily on for our data analysis. In the Welch’s method, 

we used one commonly used window function, the Hamming window [14], which is 

defined as follows:           

    𝑤𝑤[𝑛𝑛] = 0.54 − 0.46 cos �2𝜋𝜋𝜋𝜋
𝑁𝑁−1

� , 𝑛𝑛 = 0,1, … ,𝑁𝑁    (11) 

2.4.3. Estimation of PSD with MATLAB Toolbox  

MATLAB [15] Signal Processing Toolbox provides three categories for PSD estimation 

methods as follows: 

Nonparametric methods: Estimating PSD directly from the signal itself. The 

simplest such method is the Periodogram estimation. Other nonparametric techniques 

include the Welch’s method and the multitaper method (MTM), both of which reduce the 

variance of the estimation. 

Parametric methods: Estimating PSD from a signal assumed to be an output of a 

linear system driven by a white noise, which is also known as Autoregressive (AR) 

methods. They include the Yule-Walker autoregressive method, the Burg method, 

covariance method, and modified covariance method. An important parameter that 

needs to be specified for these methods is called the order of a system, which 

represents the input of how many time steps back could affect the current output. 
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Subspace methods: Generating frequency component estimates for a signal based 

on an eigenanalysis or eigendecomposition of the autocorrelation matrix. They are also 

known as high-resolution methods or super-resolution methods. They include the 

multiple signal classification (MUSIC) method or the eigenvector (EV) method. These 

methods will not be discussed hereafter. 

 

Table 4 lists the methods and their MATLAB commands. 
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Table 4. PSD estimation methods provided in MATLAB toolbox. 

Method MATLAB Built-in Function 
Periodogram spectrum.periodogram, periodogram 

Welch spectrum.welch, pwelch, cpsd, tfestimate, mscohere 
Multitaper spectrum.mtm, pmtm 

Yule-Walker AR spectrum.yulear, pyulear 
Burg spectrum.burg, pburg 

Covariance spectrum.cov, pcov 
Modified Covariance spectrum.mcov, pmcov 

MUSIC spectrum, music, pmusic 
Eigenvector spectrum.eigenvector, peig 

 

 

Table 5, adapted from [16], summarizes the features of the above-mentioned four 

AR methods. 

 

 

Table 5. Comparison of the Burg (pburg), covariance (pcov), modified covariance 
(pmcov), and Yule-Walker methods (pyulear). 

Fcns. Characteristics Advantages Disadvantages Singularity 
Conditions 

pburg 

No windowing for data 
 
Forward and backward 
prediction errors 
minimized in the least 
squares sense with the 
AR coefficients 
constrained to satisfy the 
L-D recursion 

High resolution for short 
data records 
 
Always produces a stable 
model 

Peak locations highly 
dependent on initial phase 
 
May having spectral line-
splitting for sinusoids in 
noise or with very large 
order 
 
Freq. bias for estimates of 
sinusoids in noise 

 

pcov 

No windowing for data 
 
Forward prediction error 
minimized in the least 
squares sense 

Better resolution than Y-
W for short data records 
 
Able to extract freq. from 
data consisting of 𝑝𝑝 or 
more pure sinusoids 

Unstable models possible 
 
Freq. bias for estimates of 
sinusoids in noise 

Order less than 
or equal to half 
the input frame 
size & 2/3 the 
input frame size 

pmcov 

No windowing for data 
 
Forward and backward 
prediction errors 
minimized in the least 
squares sense 

High resolution for short 
data records 
 
Able to extract freqs. 
from data consisting of 𝑝𝑝 
or more pure sinusoids 

Unstable models possible 
 
Peak locations slightly 
dependent on initial phase 
 
Minor freq. bias for 
estimates of sinusoids in 
noise 

Order less than 
or equal to half 
the input frame 
size & 2/3 the 
input frame size 

pyulear 

Windowing for data 
 
Forward prediction error 
minimized in the least 
squares sense (also 
called “autocorrelation 
method”) 

Performing as well as 
other methods for large 
data records 
 
Always producing a 
stable model; not having 
spectral line-splitting 

Relatively poor 
performance for short data 
records 

Nonsingularity 
guaranteed due 
to positive 
definite 
autocorrelation 
matrix 
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3. FIELD TESTING 

3.1. Test Setup 

The goal of the instrumentation is to collect as much information as possible to enable 

data processing and result analysis by focusing on Span 4 as shown in Figure 6. One 

out of the two lanes was closed to facilitate testing as shown in Figure 7. During the field 

trip, we deployed wireless sensors as well as strain gauges as secondary 

instrumentation; however, we were not successful in obtaining meaningful results. 

Therefore we focus on our primary instrumentation, tethered accelerometers, herein. 

 

 
Figure 6. IDs for columns and spans of the Little River overflow bridge. Highlighted are 
those involved in the field testing. 

 
Figure 7. Plan view of a span of the Little River overflow bridge highlighting the lane 
closure required for testing. 
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Under the testing condition, the bridge was subject to both vehicle and wind-induced 

vibrations. Given the elevation of the bridge, we believe that it is a case when the 

vibration was dominated by vehicle-induced excitation. Pictures of the ODOT truck and 

Hydra Platform trailer are shown in Figure 8 and the Hydra Platform trailer positioned for 

a strain reading in Figure 10. 

 

 
Figure 8. Picture of the ODOT truck (left) and the Hydra platform trailer (right). 

 

 

 

Figure 9. Dimensions of wheel loads for the truck and trailer. 
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Table 6. Truck and trailer weights according to information from Wes Kellogg and Terex 
(manufacturer of the Hydra Platform), respectively.  

 Total Weight (pounds) Wheel Loads (pounds) 
Truck 18,480 4,000 
Trailer 18,200 2,867 

 

 

 
Figure 10. Picture of the Hydra platform being positioned for a specific location. Note 
that the ODOT truck is completely off the span. 

 

 

3.2. Instrumentation 

As shown in Figure 11, four units of tri-axial Etna High dynamic range strong motion 

accelerograph from Kinematics Inc. (http://www.relemr-

merc.org/Demo_Documentation/Etna/Etna.htm abbreviated as “Etna” hereafter) were 

deployed on the bridge deck, while six numbers of uni-axial Silicon Designs Analog 

Accelerometer Module 2210-002 (abbreviated as “SD” hereafter) were installed on one 

side of an interior girder under the bridge deck. Every two SD sensors were packaged 

into one unit before the field testing; accelerations along two perpendicular directions 

can be measured using one unit. 
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As shown in Figure 11, four units of tri-axial Etna sensors, Channels 1 to 4, were 

deployed to Span 4 right on top of an interior girder. All of them were aligned as further 

shown in Figure 12(a). Channels 1 and 4 were assigned to the two ends of a span, 

while Channel 2 and 3, one-third and mid span, respectively. The intention for the layout 

of the three SD units, shown in Figure 11, is to match three out of the four Etna units for 

the sake of data analysis. However, due to the obstruction of a diaphragm beam at the 

girder end (see Figure 12(c)), the matching could not be done in a precise manner. 

Hence, the labels for the Etna units are 1 to 4 while those for the SD units are, 1’, 2’ and 

4’. 
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Figure 11. Layout of Etna and SD sensors. 

19 



 

 
Figure 12. (a)Four units of Etna on Span 4 during the test, and (b) to (d) show the base 

station, one end unit and the unit on the span - all of the SD sensors. 

 

 

More details concerning the instrumentation using the Etna sensors are given as 

follows: 

Data sets Six, and they are denoted as 132558, 134838, 141656, 143454, 150504, 

162550 following the starting time for data acquisition in term of “hhmmss” 

Axis 𝑥𝑥  transverse (east-west), y  longitudinal (south-north), and 𝑧𝑧  vertical (up and 

down) 

Sampling rate 𝑓𝑓𝑠𝑠   =  200 Hz 

Sensitivity 1 g ≈ 2.5 V , and the precise sensitivity is given in every data set 

Zero-g offset taken as the mean of the voltage output of some resting period(s) in 

each data set 

Sensor location See Figure 11 

 

During the field test, we coordinated so that two data sets coming from Etna and SD 

were collected during the same period of time, namely, 13:26 - 13:38 pm. Given their 

spatial relations described above, the collaborations of these two data sets would 

benefit the understanding of the entire structural system. Nonetheless, accurately 

synchronizing these two data sets would not be feasible given their different resolutions 

and clocks. 
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Figure 13 is designed to contrast the drastically different resolutions of these two 

sensors. 

 

 

 
Figure 13. A comparison of Etna and SD data. It shows clearly that the resolution of 

Etna sensor is much higher than that of the SD sensor. 

 

 

One important fact to highlight is that during the tests, Professor Andrew Smyth who 

has had extensive field testing experiences with cable suspension bridges in New York 

City, voiced out the transverse motions which he considered unusual. In the subsequent 

data processing and result analysis, we thus paid particular attention to the transverse 

motion, during which we encountered two low frequencies in the transverse and 

longitudinal directions. 
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4. DATA PROCESSING 

4.1. Overview of Data Processing 

The goal of data processing is to seek both the modal frequencies and aforementioned 

suspicious transverse motions. We followed the routine of preprocessing, and time-

domain and frequency-domain analysis. However, the challenge of clearly identifying 

both the modal frequencies and the other suspicious issue called for quite some 

extensive efforts. A flowchart of data processing is shown in Figure 14. The structure of 

the analysis and the interrelations of the components are illustrated. All of the steps will 

be described in detail one after another. 

 

 

 
Figure 14. Flowchart illustrating the data processing efforts in this study. 

 

 

4.2. Preprocessing 

Following common practice, all voltage readings in this study were converted to the 

accelerations using the sensor’s sensitivity and zero-g output as follows: 
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acceleartion (g) = (voltage reading − zero/g voltage) × sensitivity 

(12) 

where sensitivity is the acceleration in g per voltage. 

The relative acceleration at either one-third or half span with respect to the average 

of the two ends can be calculated as follows:  

relative acc = absolute acc −
sum of absolute acc at two supports

2
 

(13) 

which applies to all three directions. 

 

Some raw data collected from the SD sensors is shown in Figure 15. A sample 

relative acceleration time history for the SD sensors is presented in Figure 16, while a 

zoomed-in snapshot is given in Figure 17. For the SD raw data, there is a nontrivial DC 

drift, which was filtered out using a high-pass filter at the preprocessing stage. 

 

 

 
Figure 15. Raw voltage time histories from all six SD sensors from 13:25 to 13:39 
sampled at 200 Hz. 

23 



 

Figure 16. Relative acceleration time histories in 𝑦𝑦 and 𝑧𝑧 based on three plots in blue in 

Figure 15. 

 

 

Figure 17. Zoomed-in views of Figure 16. 

 

 

In terms of data format, details of the Etna are shown in Table 7: 

 

 

Table 7. The format of the Etna data, where the number in the table shows the column 
number in each data set. 

Direction Channel 1 Channel 2 Channel 3 Channel 4 
𝑥𝑥 1 4 7 10 
𝑦𝑦 2 5 8 11 
𝑧𝑧 3 6 9 12 

 

 

One out of six sets of recorded time histories using the Etna sensors is presented 

from Figure 18 to 20 after applying Eq. (12). The red boxes highlight some 

representative pieces to be analyzed later. 
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Figure 18. Acceleration time history for Test 134838: absolute value in transverse 
direction. The red boxes refer to the segments that are to be analyzed afterwards. 

 

 

 

Figure 19. Acceleration time history for Test 134838: absolute value in longitudinal 
direction. 
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Figure 20. Acceleration time history for Test 134838: absolute value in vertical direction. 

 

 

To have a better idea of the acceleration history, zoomed-in samples of Etna data of 

Test 134838 are given in Figures 21 to 23. 

 

 

Figure 21. Zoomed-in views of Figure 18. 
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Figure 22. Zoomed-in views of Figure 19. 

 

 

Figure 23. Zoomed-in views of Figure 20. 
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4.3. Time-Domain Analysis of Etna Data  

For the test setup specified in Sections 3.1 and 3.2, the forced response of the typical 

bridge span superstructure is dominated with the vehicle-induced vibrations. The 

excitation (i.e., the input to the system) was not measured, and only the response (i.e., 

the output to the system) was measured. 

 

After applying both Eqs. (12) and (13), the maximum values of the Etna data is 

presented in Table 4.3. It can be seen that: 

• The measured responses are not stationary given the nature of vehicle-induced 

vibrations. 

• The vibration along 𝑧𝑧 dominates, which was anticipated. 

• The range of the acceleration values along 𝑧𝑧 seems normal [17]. 

• The vibrations along  𝑥𝑥 and 𝑦𝑦  need further confirmation including comparisons 

with relevant literature and the FEM modeling of this particular bridge span. 

 

The damping for the first mode was estimated to be in the range of 8% to 10%. 
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Table 8. Maximum Acceleration, i.e., |𝑥̈𝑥|, from the recorded time histories. † Channel 1 

data for this test is neglected. 

Channel 
Absolute Measurement (g) Relative Motion (g) 

Transverse 
(𝑥𝑥) 

Longitudinal 
(𝑦𝑦) 

Vertical 
(𝑧𝑧) 

Transverse 
(𝑥𝑥) 

Longitudinal 
(𝑦𝑦) 

Vertical 
(𝑧𝑧) 

Test 132558 on Span 4 
1 0.026961 0.042323 0.086039 NA NA NA 
2 0.039934 0.044170 0.162340 0.044568 0.059139 0.207920 
3 0.043049 0.040562 0.160920 0.055699 0.034528 0.171890 
4 0.027166 0.037816 0.131170 NA NA NA 

Test 134838 on Span 4 (with Modal Hammer) 
1 0.077013 0.088552 0.613820 NA NA NA 
2 0.121550 0.082860 0.461180 0.1466400 0.087845 0.556270 
3 0.072999 0.034523 0.278780 0.0658890 0.054552 0.512150 
4 0.103860 0.060542 0.172150 NA NA NA 

Test 141656 on Span 4 
1 0.022166 0.036046 0.131960 NA NA NA 
2 0.019503 0.037257 0.248330 0.026989 0.048132 0.254310 
3 0.018403 0.028830 0.154020 0.027411 0.029149 0.171090 
4 0.056155 0.050913 0.093273 NA NA NA 

Test 143454 on Span 4 
1 0.023632 0.030440 0.089677 NA NA NA 
2 0.027628 0.029883 0.110560 0.041166 0.045177 0.142160 
3 0.026233 0.028282 0.133690 0.033916 0.030454 0.144200 
4 0.024009 0.038925 0.102790 NA NA NA 

Test 150504 on Multiple Spans 
2 0.029681 0.032311 0.125190 NA NA NA 
3 0.021123 0.026078 0.134770 NA NA NA 
4 0.032126 0.037316 0.112890 NA NA NA 

Test 162550 on Span 4 
1 0.049434 0.031004 0.088397 NA NA NA 
2 0.029578 0.032935 0.213320 0.044969 0.040844 0.193150 
3 0.037526 0.028417 0.155440 0.036980 0.041147 0.157090 
4 0.024934 0.041207 0.094679 NA NA NA 

 

4.4. Frequency-Domain Analysis of Etna and SD Data  

4.4.1. Overview 

An overview of the frequency-domain analysis has been presented as part of the data 

processing previously in Figure 14. Simplified structural analysis was carried out before 

and during the data processing to predict what to anticipate and illuminate insights; 

however, simplified structural analysis will not be elaborated here for clarity in 

presentation.  
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First of all, the typical bridge span superstructure is a monolithic beam-slab 

structural system as shown in Figures 2 and 7. For the beams, there are girders and 

diaphragms. For the slab, the overall dimensions are 36’ (span) by 43’9” (width) while 

each panel measures 11’9” by 18’. If the fundamental mode shape is assumed to be in-

plane bending, both the 𝑧𝑧  (vertical) and 𝑥𝑥  (transverse) directions are anticipated to 

participate in this mode. In other words, the fundamental modal frequency should be 

seen in all 𝑧𝑧, 𝑥𝑥, and 𝑦𝑦 (longitudinal) directions. Along this line of thinking and considering 

the rigidity of the monolithic beam-slab system under study, we will be looking for peak 

frequencies that are in common for all three directions. This is why we utilize the so-

called normalized PSD (to be elaborated) and coherence function to condense a wide 

range of results directly from applying the PSD. 

 

As mentioned previously, the forced response created during the field testing was 

dominated with the driving vehicles from one driving lane. We thus anticipate to see the 

motions in 𝑧𝑧  to dominate, which has been confirmed in the time-domain analysis. 

Simplified analysis considering only 𝑧𝑧 reveals a fundamental modal frequency in the 

order of 10, a reference threshold for the fundamental modal frequency of the entire 

system under study. 

 

Here we are set to apply FT-based methods that are only suitable for periodic and 

stationary signals to non-stationary measurements. This would be the first major source 

of errors. To understand the impact to the results of the frequency-domain analysis from 

using the nonstationary measurements, we will not only use an entire time history but 

also carefully select representative pieces of the same time history for PSD estimation. 

We call the latter “piecewise analysis.” 

 

Following Section 2.4, PSD can only be estimated given the finite length of any real-

world signal. This is the inherent limitation that we have to deal with. Previous studies 

(e.g., [18]) compare different PSD methods; here we will first verify the comparison by 

testing a series of PSD methods on one typical Etna data set before using only the 
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Welch’s method throughout the rest of this study. In addition, we bear in mind the 

influence of the type and length of the window function to the processed result when we 

choose to stick with one type of window function that has a fixed window length in 

almost all cases. 

 

Another source of errors comes from the fact that we only have the response (i.e., 

output) spectrum of the system. We do not have the frequency response function (FRF) 

given that we did not and could not measure the excitation (input) to the system. If the 

input was white noise, then the output spectrum would be the FRF spectrum. The 

output spectrum has the modal frequencies that we are seeking; however, it also has 

other characteristics of the forcing function - the fact of which we need to bear in mind. 

The aforementioned piecewise analysis helps understand the impact from different 

forcing functions. 

4.4.2. Comparison of Different Estimations for PSD 

To better understand the various methods for PSD estimation, a total of seven methods 

discussed previously in Section 2.4.3 were applied to the entire time histories shown in 

Figure 18 to 20. The processed results are presented in Figure 24 to Figure 26. In these 

exercises, the order for the parametric methods were all assumed to be 100 based on 

trial and error. 
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Figure 24. Comparison of PSD estimates for acceleration history of Channel 2 in 𝑥𝑥-
direction. 

 

 

 

Figure 25. Comparison of PSD estimates for acceleration history of Channel 2 in 𝑦𝑦-
direction. 
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Figure 26. Comparison of PSD estimates for acceleration history of Channel 2 in 𝑧𝑧-
direction. 

 

 

It can be seen that these methods tend to yield peaks at consistent frequencies with 

some of them being more jagged than others. This is anticipated, because that they are 

all based on the Fourier transform but differ in terms of dealing with the estimation error. 

For the rest of the report, we will only discuss one method, i.e., the Welch’s method with 

the default setting suggested in MATLAB Signal Processing Toolbox, that is, with 50% 

overlapping and the Hamming window. 

4.4.3. Extracting Representative Frequencies: Normalized PSD  

Figure 27 gives the PSD estimation of the entire preprocessed acceleration data of Test 

134838 by using the Welch’s method, where the power level of the 𝑧𝑧 direction is about 

100 times of those of either the 𝑥𝑥 or the 𝑦𝑦 directions. As outlined in Section 4.4.1, we are 

seeking the peak frequency values that are in common for the 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧 directions. For 

each direction, we have data from a total of four channels. Figure 27 in fact contains a 

total of twelve PSD results. This initially appeared as a sorting and clustering problem; 
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however, we cannot simply pick the frequency values following the rank of the power. 

This is because the forcing was in the vertical direction (i.e., 𝑧𝑧), which led to the most 

significant vibration and the most outstanding power of the PSD level - both in the 

vertical direction. Following the rank of the power would only make us miss the 

opportunity to study the forced response of the beam-slab system of the bridge span 

in 𝑥𝑥 and 𝑦𝑦. This challenge calls for rational ways to compare the vibration in 𝑧𝑧 with those 

in 𝑥𝑥 and 𝑦𝑦 that can be carried out consistently and systematically. 

 

 

 
Figure 27. PSD estimation of the data in the three directions and from all four channels 

of Test 134838 by using the Welch’s method. 

 

 

Here we propose a so-called normalized PSD, abbreviated as NPSD, and apply it to 

each channel in each direction before extracting the frequencies of the peaks in power. 

The NPSD estimation is obtained by setting the maximum power value one in the PSD 
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estimation for each channel along each direction. A NPSD plot is the same as its 

corresponding PSD plot except that an absolute power is replaced a relative power 

ranging from zero to one. The frequency of any peak in power is not altered, which 

serves the purpose. Normalized PSD has been used in the literature [19]; however, its 

meaning differs. 

 

Figure 28 presents all NPSD plots for four channels and in three directions. In these 

12 subplots in total, we further highlight the peaks with a relative power of not less than 

20%  for further consideration. This threshold is empirical as it leads to a proper 

resolution for the problem at hand. 

 

 

 
Figure 28. Normalized PSD estimation for four channels of Test 134838 in all three 

directions. 

 

 

Table 9 lists the frequencies of the peaks in terms of relative power equal to or 

greater than 20% of all four channels in all three directions. We could continue with 

clustering techniques; however, we adopted an alternative path to condense the 

information in Table 9. 
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Table 9. Peak frequencies with their normalized power levels for Test 134838. 

Channel Transverse Direction (𝑥𝑥) Longitudinal Direction (𝑦𝑦) Vertical Direction (𝑧𝑧) 
Freq. (Hz) Relative Power Freq. (Hz) Relative Power Freq. (Hz) Relative Power 

1 

11.13 1.00 1.37 1.00 12.89 1.00 
82.81 0.91 11.72 0.93 10.55 0.78 
81.84 0.77 13.09 0.54 11.13 0.73 
80.47 0.57 49.22 0.51 60.74 0.51 
79.10 0.46 10.55 0.45 65.23 0.46 
11.91 0.44 50.20 0.23 12.30 0.42 
9.77 0.44 2.54 0.23 49.41 0.42 
2.54 0.36   81.45 0.32 

    30.08 0.31 

    25.98 0.31 

    50.00 0.30 

    59.57 0.29 

    62.11 0.28 

    23.63 0.27 

    80.08 0.27 

    77.34 0.25 

    25.00 0.22 

    29.49 0.21 

    28.91 0.21 

    73.44 0.21 

2 

11.13 1.00 1.37 1.00 12.89 1.00 
67.97 0.91 11.72 0.86 10.55 0.80 
68.55 0.84 13.09 0.44 11.13 0.70 
60.74 0.66 10.55 0.41 13.48 0.59 
59.77 0.62 49.41 0.25 12.30 0.49 
58.59 0.60 2.54 0.23 14.65 0.24 
57.03 0.42     62.11 0.42     11.91 0.38     2.54 0.37     18.95 0.30     

3 

11.13 1.00 1.37 1.00 12.89 1.00 
19.14 0.53 11.72 0.78 10.55 0.90 
11.91 0.52 11.13 0.59 11.13 0.77 
2.54 0.40 10.55 0.39 13.48 0.66 

10.16 0.34 60.74 0.31 12.30 0.55 
21.29 0.30 13.28 0.29 14.65 0.28 
80.47 0.25 12.70 0.25 49.41 0.24 
12.50 0.25 2.54 0.23   49.41 0.22     81.84 0.21     

4 

60.74 1.00 11.13 1.00 10.55 1.00 
11.13 0.92 1.37 0.94 12.30 0.70 
11.91 0.82 60.74 0.75 11.33 0.61 
10.16 0.62 11.72 0.74 13.48 0.56 
62.11 0.58 10.55 0.54 30.08 0.39 
59.57 0.50 12.89 0.44 14.06 0.29 
57.81 0.49 59.57 0.38 24.80 0.28 
65.63 0.47 13.48 0.33 25.98 0.28 
49.61 0.43 49.41 0.29 31.25 0.27 
56.64 0.42 62.11 0.25 49.41 0.23 
12.50 0.41 48.83 0.23 22.27 0.22 
50.98 0.37 2.54 0.21   52.34 0.34     31.45 0.32     47.07 0.31     32.23 0.30     8.98 0.29     2.54 0.28     63.09 0.28     18.36 0.26     
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Figure 29. Consolidated NPSD estimation for each of the three directions in Test 
134838. 

 

 

With the following empirical guidelines, we continue to extract the most significant 

pieces of information: 

• We treat each direction separately. 

• We pay particular attention to the low-frequency vibrations in the transverse 

direction as well as those in the longitudinal direction. 

• Within each direction, we assign the four channels with equal weight. The NPSD 

values are added up for all four channels and then divided by four. The added-up 

results in each direction are presented as one consolidated NPSD plot in Figure 

29. 

Within each direction, the peak frequencies in common for all four channels are 

listed as follows: 

𝑥𝑥: 2.54 Hz, 11.13 Hz, 11.91 

𝑦𝑦: 1.37 Hz, 2.54 Hz, 10.55 Hz, and 11.72 Hz 

𝑧𝑧: 10.55 Hz, and 12.30 Hz 

• Now we utilize Figure 29 to identify the peak frequencies in common for all three 

directions. This could be done automatically using proper clustering techniques; 

however, we did it manually and found the following: 

− The narrow frequency band from 10.55 to 12.30 Hz marks the range for 

the fundamental frequency because the band is valid for all three 

directions. A range rather than a collection of discrete values is specified 

given the influence from the window length to the PSD estimation. 
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− The clusterings around 49.41 Hz and 60.74 Hz, respectively, are possible 

for the higher modal frequencies as they are shared in all three directions. 

− The clustering just beyond 80 Hz will not be discussed further given the 

frequency response of the Etna sensor (see Section 2.3). 

− 1.37 Hz in 𝑦𝑦  only and 2.54 Hz in both  𝑥𝑥 and 𝑦𝑦  only are not modal 

frequencies; however, they need to be investigated as significant 

characteristics in dynamic responses. 

4.4.4. Extracting Representative Frequencies: Coherence Function  

Coherence function is used in modal analysis applied to input and output signals [19]. 

The idea of utilizing coherence function is that it tends to peak at the natural frequencies, 

as the signal-to-noise ratio (SNR) is maximized at these frequencies [20]. No cross-

direction coherence functions were calculated. 

 

Here we exercise the combination of every two output signals and use the high 

value in the coherence function to validate those frequency candidates from the 

previous section. The coherence values for two data sets were conveniently computed 

using the MATLAB built-in function mscohere, which estimates the magnitude square 

coherence (MSC) of two signals using the Welch’s averaged modified periodogram 

method. The estimated coherence for three directions for all of the four channels is 

shown in Figure 30. 
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Figure 30. Estimated coherence functions between all four channels within each 
direction. 

 

 

To carefully examine those frequency candidates, zoomed-in views of the coherence 

estimation plots were produced. Samples are given in Figure 31. The observations 

made in Section 4.4.3 are updated as follows: 

• In z, the coherence values are greater than 0.7 at both 10.55 Hz and 12.89 Hz 

supporting the need for the fundamental modal frequency to fall within the range, 

although further zooming in to locate the specific value may be difficult. 

• The coherence values around 49.41 Hz and 60.74 Hz, respectively, are not 

sufficient for us to decide if they are modal frequencies. 

• 1.37 Hz in  𝑦𝑦 corresponds to a coherence value of one for all six pairs of 

combinations supporting the claim to further investigate this significant dynamic 

characteristic. 2.54 Hz in 𝑥𝑥 and 𝑦𝑦 corresponds to the coherence values of greater 

than 0.7 and close to one, respectively, confirming the need to rule out this 

significant dynamic characteristic. 
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Figure 31. Samples of the estimated coherence functions for all four channels in certain 
directions. 

 

 

4.4.5. Relative Motions - Elastic Deformations 

The relative motions at mid-span and one-third span are analyzed using the Etna data 

from all except Test 150504, which was performed on multiple spans. NPSD was 

estimated similarly as before, but this time for the relative motion. As shown in Figures 

32 and 33, at the mid-span, the two low frequencies completely disappear. At the one-

third span, we can hardly see a hint of the two low frequencies. These observations 

indicate the need to look beyond the monolithic beam-slab superstructure for the 

reasons behind these two low frequencies. 
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Figure 32. NPSD estimations for relative transverse motion. The vertical dash lines 
represent the locations of low frequency peaks for absolute motion. 
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Figure 33. NPSD estimations for relative longitudinal motion. The vertical dash lines 
represent the locations of low frequency peaks for absolute motion. 

 

 

4.4.6. Understanding Impact of Nonstationarity  

Continuing with what has been mentioned previously, we evaluate the impact of 

nonstationary nature of the data to the result by estimating the PSD using the Welch’s 

method to presentative pieces of an entire time history. Taking Test 134838 as an 
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example, nine such pieces were selected, as shown in Figs 18 to 20, and processed; 

sample results are presented in Figure 34. 

 

Figure 34. Sample results from the so-called piecewise analysis for Boxes 1, 7, 8 and 9 
in x. 

 

 

It can be seen that: 

• Box 1 captures the moment of a hammer impact. Contrasting Box 1 with other 

boxes, it can be seen that the hammer impact causes the widest spread-out 

response spectrum. 

• Boxes 2, 4, 6 and 7 correspond to restful or uneventful periods in the testing. It 

can be seen from them that (i) 2.54 Hz in 𝑥𝑥 almost always exists in all channels 

even when no vehicles drive on the bridge, and (ii) 1.37 Hz and 2.54 Hz in 𝑦𝑦 

almost always disappear in all channels when no vehicles are on the bridge. In 

addition, from time to time, isolated peaks approximately at 50, 60 or 70 Hz can 

be observed at some channels in both 𝑥𝑥 and 𝑦𝑦. 

• Box 3, 5, 8 and 9 may be caused by one or multiple large vehicle(s) driving over 

the bridge span. The frequency band associated with the fundamental modal 

frequency almost always clearly displays at all channels in both 𝑥𝑥 and 𝑦𝑦. Peaks 
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approximately at 20 Hz, 50 Hz, 60 Hz and beyond are observed from time to time 

in both 𝑥𝑥 and 𝑦𝑦. 

4.4.7. Comparison of Etna and SD Data  

There are two data sets coming from Etna and SD sensors that were collected during 

the same period of time, from 13:26 to 13:38 pm. Therefore, we can make comparisons 

between these two data sets to further our understanding of the bridge vibrations. The 

difference between these two sets of data has been discussed previously in Section 3.2. 

The NPSD estimations for the two supports are plotted together and shown in Figures 

35 and 36, and the NPSD estimations for the absolute and relative motion at one-third 

span are given in Figure 37 and 38, respectively. 

 

 

Figure 35. Comparison of NPSD of absolute motion at the south support. 
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Figure 36. Comparison of NPSD of absolute motion at the north support. 

 

 

Figure 37. Comparison of NPSD of absolute motion at one-third span. 
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Figure 38. Comparison of NPSD of relative motion at one-third span. 

 

 

Our observations are as follows: 

• For the vibration in the transverse direction, overall Etna is quite consistent with 

SD, except the high noise floor with SD. In addition, the 2.54 Hz in 𝑥𝑥 is confirmed 

using SD. 

− At the south support: Both Etna and SD data have obvious peaks at 

11.52 Hz and 12.89 Hz. Other peaks are 18.95 Hz and 18.75 for Etna and 

SD, respectively. Etna has a significant peak at 65.82 Hz, which can be 

seen in SD but not as obviously. Also, Etna has a significant peak at 2.54 

Hz, which shows in SD at approximately 2.54 Hz. 

− At the north support: While Etna has peaks at 10.74 Hz and 12.11 Hz, 

SD has a significant peak at 12.89 Hz and 19.53 Hz. Both Etna and SD 

have a peak in the range of 75 to 85 Hz and at 2.54 Hz. 

− At the one-third span: Etna and SD share a peak at approximately 11 Hz 

and 66 Hz. While Etna contains peaks around 60 Hz, SD peaks at 
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approximately 20 Hz and 80 Hz. Etna has a significant peak at 2.54 Hz, 

but SD’s peak at the same frequency is not as significant. 

• For the vibration in the vertical direction, overall Etna is quite consistent with SD 

up to approximately 60 Hz. There is a high noise floor with SD and additional 

peaks in frequencies beyond 60 Hz.  

− At the south support: While Etna has significant peaks at 11.52 Hz and 

13.09 Hz, SD has them at 11.72 Hz and 12.89 Hz. However, Etna sees a 

significant peak at 31.45 Hz, while SD’s is at 19.53 Hz. 

− At the north support: Etna and SD share two peaks at 10.74 Hz and 

12.89 Hz. 19.53 Hz, 29.88 Hz, and 48.44 Hz are the other frequency 

values where Etna and SD share peaks. 

− At the one-third span: Etna and SD share significant peaks at 11.52 Hz, 

12.89 Hz, and 19.53 Hz. While SD has significant peaks at approximately 

68.52 Hz and 78.32 Hz, Etna is quite flat at these two places. 

 

The observations in the previous subsections can be updated as follows: 

• The narrow frequency band from 10.74 to 13.09 Hz marks the range for the 

fundamental frequency, which is fairly consistent with the band observed in the 

previous subsection. 

• The clusterings at several high frequencies possibly indicate higher modal 

frequencies. 

• 2.54 Hz in 𝑥𝑥 most likely exists in the girder as well, but is not as obvious as in the 

deck. 
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5. RESULT ANALYSIS 

The peaks in the output spectrum have the modal frequencies that we are seeking, and 

also have other characteristics of the forcing function as well. To extract the model 

frequencies, result analysis plays a critical role in this study. In addition, the low 

frequency peaks in both transverse and longitudinal directions deserve a good 

understanding, especially if they are related to the bridge safety. In this section, we will 

largely rely on simplified hand analysis to comprehend the data processing results and 

pave the road for delicate analysis based on finite element modeling. 

5.1. Overview of Result Analysis 

 Narrow frequency band for fundamental modal frequency explained: 
We will consider only the vibration in 𝑧𝑧 and use a simple beam to model the entire 

monolithic beam-slab structure. 

 
2.54 Hz in 𝒙𝒙 explained: 

This has been a challenge in our analysis and prompted us to carry out quite 

extensive data processing in Section 4. Eventually, we realized the need to 

examine the flexibility of the bridge pile bent. By modeling the pile bent as a single-

degree-of-freedom (SDOF) structure, we will estimate its natural frequency for 

comparison with 2.54 Hz from the data processing. 

 
1.37 Hz in 𝒚𝒚 explained: 

Section 4.4.6 points out that the occurrence of 1.37 Hz is strongly correlated with 

traveling vehicle, we will analyze the time it takes for a vehicle to travel a typical 

bridge span considering its allowable or actual speed. 

 
Consolidated PSD discussed: 

NPSD results have been heavily used in Section 4, where the consolidated PSD 

played a significant role. A simplified explanation is made to reveal a different 

understanding of this quantity. 
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Quantifying low-frequency motions in both transverse and longitudinal 
directions: 

We intend to bridge the gap between the measured dynamic quantities with those 

in structural engineering especially designed quantities. 

 
2.54 Hz in 𝒙𝒙 explained again: 

Human perception is used to understand why 2.54 Hz in 𝑥𝑥 was felt during the field 

testing causing all concerns thereafter. 

5.2. Validation of Modal Frequencies in Vertical Motion using 

Simplified Beam Model 

Figure 39 shows a simple beam model for either one girder or the monolithic beam-slab 

structural system of the bridge span. 

 

 

 
Figure 39. A model of a simply-supported beam. 

 

 

An existing formula to calculate the simple beam’s modal frequencies is employed 

𝜔𝜔𝑛𝑛  = (𝑛𝑛𝑛𝑛)2�
𝐸𝐸𝐸𝐸
𝑚𝑚𝐿𝐿3

  

(14) 

where 𝐿𝐿 is the span, E is the elasticity of modulus, I is the moment of inertia of the beam 

cross section, and m is the mass of the beam. 

 

A girder was modeled first, where 𝐿𝐿 = 36 ft, and we calculated 𝐼𝐼 = 50,980 in4. 𝐸𝐸 was 
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estimated using the empirical formula recommended by ACI [21], i.e., 𝐸𝐸 = 57000�𝑓𝑓𝑐𝑐 =

4,030,509 psi, where 𝑓𝑓𝑐𝑐 is the cylindrical compressive strength of the concrete and was 

chosen as 5000psi according to the design drawing of the Little River overflow bridge 

[22]. 𝑚𝑚 is calculated as 𝑚𝑚 = W/g = ρAL/g = 35.84 lbf-sec2/in, and 𝜌𝜌 and 𝐴𝐴 denote the 

unit of the material and the cross-sectional area, respectively. 

 

Plugging in all values to Eq. (14), we have the following 

ωn = (3.14n)2�
4030509 × 50980
35.84 × (36 × 12)3  = 83.14𝑛𝑛2rad/ sec ⇒  𝑓𝑓𝑛𝑛 = 13.23𝑛𝑛2 Hz 

Without considering the diaphragms, the entire beam-slab system was modeled next. 

While 𝐿𝐿 and 𝐸𝐸 remain the same, 𝐼𝐼 = 570,887 in4 and 𝑚𝑚 = 604.91lbf-sec2/in. Plugging in 

all values to Eq. (14), we have the following 

ωn = (3.14n)2�
4030509 × 570887
604.91 × (36 × 12)3  = 67.72𝑛𝑛2rad/ sec ⇒  𝑓𝑓𝑛𝑛 = 10.78𝑛𝑛2 Hz 

The estimated values of the first three modal frequencies are summarized in Table 

10. 

 

 

Table 10. Estimated modal frequencies using a simple beam model. 

Mode 𝑛𝑛 1 2 3 
Modal Frequency (Hz): One Girder Only 13.23 52.92 119.07 

Modal Frequency (Hz): Beam-Slab System 10.78 43.12 97.02 
 

 

It can be seen that first the fundamental frequency of the modeled beam-slab 

system, 10.78 Hz, is close to the lower bound of the identified narrow frequency band 

for the fundamental frequency. Further considering the existence of the diaphragms and 

coupled beam-slab effect leading to an increased stiffness, we would anticipate the 

actual fundamental frequency to be higher than 10.78 Hz. Next, we compared the 

weight of the trailer used in the testing (see Table 3.1) with that of the entire monolithic 

beam-slab system: 17,200 lbf vs. 233,550 lbf and felt that the influence on the trailer to 
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the identified fundamental frequency would not be significant. Our results of all Etna 

data support this assessment. 

5.3. Validation of Low-Frequency Motion in Transverse Motion 

using Simplified SDOF Model 

Section 4.4.5 concludes that, very likely, 2.54 Hz in  𝑥𝑥 does not cause elastic 

deformation. Section 4.4.6 discovers that the occurrence of 2.54 Hz has little to do with 

traveling vehicles. Section 4.4.7 further confirms that both the girder and deck undergo 

the same motion. These lead us to examine the substructure of the bridge pile bent 

shown previously in Figure 4 where the steel pile is HP 12 × 53 and the brace, L 4 × 4 × 

3/8”. By modeling the pile bend as a SDOF structure, we will estimate its natural 

frequency for comparison with 2.54 Hz from the data processing. This SDOF can be 

excited by wind or water (see Figure 40) but not necessarily the vehicle. 

𝑓𝑓𝑛𝑛  =
1

2𝜋𝜋
�𝑘𝑘
𝑚𝑚

, with 𝑘𝑘 ≈ 5𝑘𝑘pile + 𝛿𝛿 × 2𝑘𝑘brace 

(15) 

where δ < 1 needs to be determined, and kpile = 12EI/h3, kbrace = EA/l, m = 743.90 lbf-

sec2/in. The length  h = 15′ would be the shortest length according to Figure 4 and 

needs to be refined as well. Taking δ = 0, 0.25, 0.5, 0.75 and 1, we have fn = 1.14, 2.10, 

2.75, 3.27, and 3.71 Hz, respectively. 
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Figure 40. A picture taken from underneath Span 4 during the field testing, where we 

can observe the water table. 

 

 

To complete this analysis, first we need to understand why 2.54 Hz is seen in 𝑦𝑦 with 

a possible correlation with the driving vehicle. If the 2.54 Hz is indeed caused by the 

motion in 𝑥𝑥 of the bridge pile bent, then any mismatch in the phase of two adjacent 

bridge bents could lead to the motion in 𝑦𝑦 of the beam-deck system. Not serving as a 

rigorous analysis, we feel that a driving vehicle could possibly cause a mismatch in the 

phase of the motions in 𝑥𝑥 from two adjacent bridge bents. We will further this analysis by 

examining the following questions: 

1. How much is the maximum horizontal force that the top of the bridge bent is 

subject to? 

2. Has this magnitude of a horizontal force been considered in the design of the 

piles? 

3. Have much is the maximum horizontal displacement? 

5.4. Validation of Low-Frequency Motion in Longitudinal Motion 

using Simplified Analysis 

Section 4.4.5 concludes that, very likely, 1.37 Hz in  𝑦𝑦 does not cause elastic 

deformation. Section 4.4.6 indicates a strong correlation between 1.37 Hz in 𝑦𝑦 and the 

traveling vehicle(s). Vehicles arrive on the bridge in a random pattern while each vehicle 

causes a number of wheel loads; therefore, a hand analysis technique can only be a 

highly simplified precursor to any rigorous analysis of this problem, say, using proper 

stochastic process models and theories. 

 

We reckon that the wheels of a traveling vehicle on a particular span generate a 

horizontal force (the reaction of which is the friction force to the wheels), i.e., along the 

longitudinal direction 𝑦𝑦, and only last whenever the vehicle is driving on the span. This 

duration can be estimated as follows: 
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𝑇𝑇 =  
𝐿𝐿
𝑣𝑣

=  
36

65 × 5280
3600

 = 0.38 sec 

where 𝑣𝑣  is the speed of the vehicle. We assumed 65 mph for this state highway 

considering that, during the field testing, one lane was closed. While more quantitative 

analysis needs to be carried out, a quick understanding can be built on modeling this 

friction force as a boxcar excitation (i.e., input) with a period of 0.38 sec. Its frequency 

would be: 

𝑓𝑓 =  
1
𝑇𝑇

= 2.65 Hz 

which is not too close but consistent with 1.37 Hz. More importantly, the compound 

effect of multiple wheels of one vehicle and even multiple vehicles arriving at the bridge 

span in a random pattern needs to be studied and used to further validate 1.37 Hz in y. 

 

To complete this analysis, we wish to study the interactions between the monolithic 

beam-slab system and construction joint material and supports. If 1.37 Hz in 𝑦𝑦 indeed 

does not cause elastic deformation, then the entire monolithic beam-slab system would 

move horizontally (i.e., in 𝑦𝑦) in a rigid-body fashion, while the construction joints and 

supports act as springs between the beam-slab and pile cap. Many questions follow 

such as: 

1. How much is the maximum horizontal force that construction joints and the 

supports are subject to together? 

2. Have both the construction joint and support been designed to take this 

horizontal force within their elastic limit? 

3. Have much is the maximum horizontal displacement? 

4. How does the maximum horizontal displacement compare with the detailing of 

both the construction joint and support? 

5.5. Discussion of Consolidated PSD using Simplified LTI System 

Model 

Rewriting Eq. (2), we have the following: 

𝑌𝑌(𝑗𝑗𝑗𝑗) =  𝐻𝐻(𝑗𝑗𝑗𝑗)𝑋𝑋(𝑗𝑗𝑗𝑗) 
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As mentioned previously, we only have 𝑌𝑌(𝑗𝑗𝑗𝑗) . For the four channels in the same 

direction, each has its own 𝐻𝐻(𝑗𝑗𝑗𝑗). However, we may consider them sharing the same 

𝑋𝑋(𝑗𝑗𝑗𝑗). Our consolidated PSD explained in Section 4.4.3 may be considered yielding an 

averaged 𝐻𝐻(𝑗𝑗𝑗𝑗) of the four 𝐻𝐻(𝑗𝑗𝑗𝑗). Nonetheless, we only have 𝑌𝑌(𝑗𝑗𝑗𝑗). The influence of 

the forcing function still exists in the processed PSD. 

5.6. Understanding Experimental Observation: Quantifying Lateral 

and Longitudinal Motions at Low Frequencies 

In parallel to seeking the mechanism behind the observed 2.54 Hz in 𝑥𝑥 and 𝑦𝑦 and 1.37 

Hz in 𝑦𝑦 , we also tried to quantify these motions so as to further understand their 

implications and assess their impact to the bridge especially bridge safety. The 

corresponding displacements and equivalent forces were estimated so that they could 

be compared with the relevant quantities specified in the design of the bridge. 

 

It is known to the ASCE system identification community that estimating the 

displacement based on a measured acceleration history would not be a trivial task [23]. 

Here we chose to apply a band-pass filter with a very narrow frequency band before 

applying the inverse Fourier transform. 2 to 3 Hz and 1 to 2 Hz were used for 𝑥𝑥 and 𝑦𝑦, 

respectively. While a sample result is presented in Figure 41, a summary is given in 

Table 5.6. 

 

The equivalent forces were estimated to be in the range of 607.7 to 934.9 lbf for 𝑥𝑥 

direction, and 677.8 to 2571.1 lbf for 𝑦𝑦 direction, respectively. 

 

 

54 



 

 
Figure 41. The filtered acceleration, estimated velocity and estimated displacement of 

2.54 Hz in 𝑥𝑥 and 1.37 Hz in 𝑦𝑦 for Channel 4 of Test 134838. 

 

 

Table 11. Amplitudes of the filtered acceleration, estimated velocity, estimated 
displacement of 2.54 Hz in 𝑥𝑥 and 1.37 Hz in 𝑦𝑦 for all but one Etna data sets. 

Test ID Channel Transverse Direction (𝑥𝑥) Longitudinal Direction (𝑦𝑦) 
accel. (g) velo. (in/s) disp. (in) accel. (g) velo. (in/s) disp. (in) 

132558 

1 0.0034 0.0893 0.0059 0.0086 0.3355 0.0337 
2 0.0030 0.0775 0.0050 0.0085 0.3340 0.0336 
3 0.0028 0.0706 0.0048 0.0085 0.3345 0.0337 
4 0.0029 0.0743 0.0048 0.0085 0.3349 0.0339 

134838 

1 0.0040 0.0969 0.0063 0.0103 0.4596 0.0530 
2 0.0037 0.0875 0.0058 0.0102 0.4577 0.0528 
3 0.0036 0.0839 0.0056 0.0103 0.4591 0.0528 
4 0.0034 0.0816 0.0052 0.0103 0.4589 0.0527 

141656 

1 0.0037 0.0895 0.0058 0.0110 0.4732 0.0527 
2 0.0035 0.0852 0.0054 0.0110 0.4716 0.0525 
3 0.0034 0.0832 0.0052 0.0110 0.4741 0.0528 
4 0.0032 0.0778 0.0051 0.0110 0.4762 0.0529 

143454 

1 0.0031 0.0711 0.0043 0.0071 0.274 0.0281 
2 0.0028 0.0633 0.0040 0.0070 0.2731 0.0280 
3 0.0026 0.0593 0.0038 0.0070 0.2739 0.0281 
4 0.0026 0.0629 0.0040 0.0070 0.2742 0.0282 

162250 

1 0.0038 0.1002 0.0067 0.0029 0.1212 0.0126 
2 0.0031 0.0786 0.0052 0.0029 0.1211 0.0126 
3 0.0030 0.0759 0.0050 0.0029 0.1216 0.0127 
4 0.0027 0.0734 0.0050 0.0029 0.1217 0.0127 
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5.7. Understanding Experimental Observation: Lateral Motion 

Perceived by Human 

Discomfort of passengers and concerns about the bridge safety caused by lateral 

vibrations of high-pier bridges are reported [24]. In that study, the authors point out that 

“the lateral stiffness of high-pier bridges is usually small, and thus its lateral vibration 

can be produced easily by the moving vehicle loads and or wind loads.” There is a 

handful of work to study bridge lateral vibration induced by strong wind. In [24], a real-

world seven-span two-lane continuous and straight concrete bridge in China was 

studied with 40 m in each span, 12 m in width, and 45 m of the highest pier. The 

structural system consists of five T-beams with 2.55 m in height and 28 transverse 

beams. The bridge’s lateral modal frequencies were measured as 1.987 Hz, 3.012 Hz, 

3.756 Hz, 6.210 Hz, 8.436 Hz, while its vertical modal frequencies were measured as 

3.663 Hz, 4.689 Hz, 6.010 Hz and 9.156 Hz. 

 

The lateral motion of our structure indeed comes as a surprise since the bridge 

under study is not considered a high-pier bridge; however, the identified frequency 2.54 

Hz in 𝑥𝑥 appears consistent with the lateral modal frequencies in [24]. More importantly, 

our simplified analysis in Section 5.3 confirms our data processing result. 

 

In [25], some general ideas are provided on human perception of vibrations. Without 

going through details and utilizing [25], a well-referenced paper in ergonomics and cited 

in [26]that presents experimental comfort contours for human beings subject to 0.5 to 

5.0 Hz harmonic vibrations, we can tell that the frequency and amplitude of the 

measured vibrations in 𝑥𝑥 in our field testing could possibly cause human discomfort. We 

also note that the human perception of vibrations can differ from individual to individual 

[26], which explains why not all team members felt the lateral motion of the bridge 

during the field trip.  
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6. OTHER WORK 

6.1. Finite Element Modeling of Typical Span of Little River overflow 

bridge 

We have obtained dynamic responses of a damped Mindlin plate model of a bridge 

deck. The main ideas are given as follows: 

• The Mindlin plate model attempts to capture in-plane shearing behavior by 

assuming longitudinal and latitudinal displacements to be linearly z-dependent 

from the center plane located at 𝑧𝑧 = 0. 

• The material is assumed to be isotropic with elastic constants, Young’s modulus 

and Poisson’s ratio. 

• The plate is assumed to be of uniform thickness. In plane displacements vary 

linearly with 𝑧𝑧 while normal displacement is independent of thickness. 

• Boundary conditions, either pinned or clamped, are imposed by penalization 

at  𝑥𝑥 = 0 and 𝑥𝑥 = 𝐿𝐿 . The lateral boundaries are assumed to be free without 

conditions imposed. 

• In this study the external forcing of the plate is by means of vehicles passing over 

the bridge. Using a plate model implies that surface forces arising from a vehicle 

are realized as body forces exerted on the plate. Hence, a vehicle is modeled as 

four point loads passing over the plate. 

• A Mindlin model is applied to a bridge section in which the width is 45’ and the 

length is 36’ where two vehicles are supposed to traverse the bridge in opposite 

directions. 

 

For prestressed concrete bridges, the values for the Poisson’s ratio 𝜇𝜇, density 𝜌𝜌, 

modulus of elasticity 𝐸𝐸𝑐𝑐 may vary according to the actual material used, the prestressing 

force level, and the reinforcement ratio, and so on. Therefore, it is not practical to 

predict with accuracy the values of all of the above properties. Instead, we are trying to 

find a range for these parameters by referring to literatures. 
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Table 12 lists the suggested values or range of values for Poisson’s ratio, material 

density and modulus of elasticity. 

 

 

Table 12. The range for properties of materials according to literature. 

Property Suggested Value Note Reference 
Poisson’s ratio for 

concrete 
0.11-0.21 

2 lower for concrete of high strength [27] 
[28] 

concrete density (lb/ft3) 135-160 normally taken as 145-150 [21] 
modulus of elasticity 

for concrete (psi) 57000�𝑓𝑓𝑐𝑐′ 
𝑓𝑓𝑐𝑐′ is the compressive strength, and is 
assumed to be 5000 psi in this study [21] 

 

 

6.2. Backbone Techniques 

Developing comprehensive and high-fidelity models for nonlinear dynamical systems 

has been one of the key research issues in engineering mechanics (and beyond) 

impacting a very broad range of applications in civil, mechanical, aerospace engineering, 

and more. While there is very rich literature comprising theoretical, experimental and 

numerical work for a wide range of natural and engineered systems, substantial 

advancements in research and practice, however, are still in great demand. This is 

precisely the case for structural control, system identification, and SHM communities as 

summarized in, e.g., [29, 30, 31]. 

 

We explore insights to and possible connections among various ideas and methods 

named after “backbones” as appeared in the literature of nonlinear dynamical systems. 

To help with direct applications in nonlinear system identification, our goal is to achieve 

a unified understanding of these fundamental concepts and, if possible, to quantify 

different backbone characteristics for light-to-light comparisons. To launch this effort, we 

focus on the well-known Duffing equation for SDOF systems [32]. The improved 

understanding helps us derive improved approximated solutions to some backbone 

characteristics that are validated using numerical simulations. 
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In the traditional literature, a backbone arises from the frequency response function 

of a nonlinear SDOF system (e.g., [33, 34, 35, 36, 37]). The frequency response 

function is used to characterize the steady-state response under harmonic excitations, 

which can be obtained using the multiple-scale method, averaging method, or other 

methods equivalent to them. In particular, cusp bifurcation has been identified as the 

underlying geometry governing the well-known instability called “jump phenomenon” 

[38]. This backbone is nicknamed “traditional backbone” hereafter. 

 

More recently, Michael Feldman [39, 40, 41, 42] has been developing techniques to 

extract backbones from both free and forced vibrations using analytic signals and the 

Hilbert Transform. A rich collection of prominent backbone patterns as well as the 

derived formulas in his work facilitate nonlinear system identification of these systems. 

This is because that the employment of the concepts of instantaneous amplitude and 

frequency of time history signals bridges the dynamic data (i.e., the time history signals) 

and the properties of the underlying system. These backbones are nicknamed 

“Feldman’s backbones” hereafter. 

 

It, however, remains unclear whether and how to connect “Feldman’s backbones” 

with the more traditional backbone theory and patterns. This is our motivation from a 

theoretical viewpoint. At the same time, a number of simulation findings presented in 

Feldman’s work remain unexplained and need further exploration. In our prior work to 

develop hardware-embedded algorithms for wireless structural health monitoring [43], 

we witnessed the need for more accurate mathematical derivations concerning one 

major type of the powerful Feldman’s backbones. This is our motivation from a practical 

application viewpoint. 

 

Using the Duffing equation, many backbones can be compared quantitatively 

through derivations rather than numerical simulations alone. The nature of the problems 

in terms of stability, the meaning of the variables (e.g., periodic solution vs. 

instantaneous characteristics), the assumptions made in multiple-scale and averaging 

methods versus those used in the analytic signal especially the Bedrosian identity can 
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be carefully examined. These outline our effort to understand and unify the 

fundamentals. 

 

To advance the existing body of knowledge, we pay particular attention to using a 

weighted sum of monocomponent signals, a general idea given in [42] for an 

approximated solution to the governing equation of motion, a 2nd-order nonlinear 

ordinary differential equation (ODE) in a particular format. Inspired by this general idea 

and limited to the Duffing equation in one loading condition, we leverage the harmonic 

balance method to derive a new formula for one basic type of Feldman’s backbones 

that originally contains only one monocomponent [39]. Improved accuracy for the 

approximated solution to the Duffing equation is thus achieved. Numerical simulations 

validate this new formula and confirm the improvement. Our approach can potentially be 

generalized to other types of nonlinearities in a similar situation. The new formula 

introduces us new insights via a parametric study. 

 

This study will enable us to better select or design dynamical experiments and 

greatly facilitate data processing and result analysis, thereby enriching the 

understanding of nonlinear phenomena in engineering mechanics applications 

especially for direct benefits in nonlinear system identification. 

6.3. Inverse Problem  

There are many challenging issues in inverse problem; here a snapshot is given to part 

of our literature review focusing on the bias/variance dilemma. We have been exploring 

the impact of model complexity to the identification result. 
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Table 13. Many faces of the bias/variance dilemma based on the triangle inequality. 

Ref. LHS Term 1 in RHS + Term 2 in RHS 

[44] ∥ 𝑓𝑓 − 𝑓̂𝑓𝑛𝑛,𝑁𝑁 ∥≤  
total statistical risk 

∥ 𝑓𝑓 − 𝑓𝑓𝑛𝑛 ∥ 
approximation error 𝒪𝒪 �𝐶𝐶𝑓𝑓

𝑛𝑛
�  

tends to zero with an increased 𝑛𝑛 

∥ 𝑓𝑓𝑛𝑛 − 𝑓̂𝑓𝑛𝑛,𝑁𝑁 ∥≤ 
estimation error 𝒪𝒪 �𝑛𝑛𝑛𝑛

𝑁𝑁
� log𝑁𝑁  

tends to infinity with an increased 𝑛𝑛 

[45] 
ℰ𝐷𝐷[(𝑓𝑓(𝑥𝑥;  𝒟𝒟) − ℰ[𝑦𝑦|𝑥𝑥])2] =  

“the average over the ensemble 
of possible  𝒟𝒟” 

(ℰ𝐷𝐷[𝑓𝑓(𝑥𝑥;  𝒟𝒟)]− ℰ[𝑦𝑦|𝑥𝑥])2 
bias 

 
model-based inference is bias-prone 

ℰ𝐷𝐷[(𝑓𝑓(𝑥𝑥;  𝒟𝒟) − ℰ𝐷𝐷[𝑓𝑓(𝑥𝑥;  𝒟𝒟)])2] 
Variance 

 
model-free inference is variance-prone 

[46] 
∥ 𝑅𝑅𝛼𝛼𝑦𝑦𝛿𝛿 − 𝑥𝑥 ∥≤  

the error b/w the exact  
and computed sol. 

∥ 𝑅𝑅𝛼𝛼𝑦𝑦 − 𝑥𝑥 ∥ 
=∥ 𝑅𝑅𝛼𝛼𝐾𝐾𝐾𝐾 − 𝑥𝑥 ∥ 

approximation error 
 

tends to zero with a reduced 𝛼𝛼 

∥ 𝑅𝑅𝛼𝛼𝑦𝑦𝛿𝛿 − 𝑅𝑅𝛼𝛼𝑦𝑦 ∥ 
= 𝛿𝛿 ∥ 𝑅𝑅𝛼𝛼 ∥ 

the error in the data  
multiplied by the condition number tends 

to infinity with a reduced 𝛼𝛼 

[47] average generalized error “due to insufficient model structure 
and an insufficient sample size" 

"due to the fact that the function 
implemented by the network obtained on a 

specific data set deviates from the 
average function" 

 

 

6.4. Markov Chain Monte Carlo Simulation 

In addition to understanding the transitional Markov chain Monte Carlo (TMCMC) [48, 

49]), programming the TMCMC algorithm was essential. It would be a straightforward 

process; however, a couple of implementation issues may directly affect the accuracy 

and efficiency of the code. According to [50], “there may be unspecified sub-algorithms 

such as computing finite difference approximations of Jacobians, iteration termination 

criteria, scaling and factorization, etc.” Therefore, a snapshot is provided here. 
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Table 14. Pseudo-code of what was developed during the project period following the 
transitional Markov chain Monte Carlo (TMCMC) [48, 49]. 

Detail #1 Sample from ln 𝜃𝜃 ∈  𝑅𝑅 rather than 𝜃𝜃 ∈  𝑅𝑅+ 
Detail #2 Select prior PDFs 
Declare global variables 
Initialize “storage” for results / Start with log file 
1. Sample from Prior PDFs 

Detail #3a Use of scaling factors to avoid ill-conditioning later in Step 4 
while 𝛽𝛽 <  1, i.e., 𝑖𝑖 =  0 ∶ 𝑀𝑀 
2. Decide tempering parameter 

for 𝑘𝑘 =  1 ∶ 𝑁𝑁 
Call the developed mymodel.m 
Call the developed loglikelihood.m 
end - 𝑘𝑘 =  1 ∶ 𝑁𝑁 
Call the built-in fsolve.m to solve Δ𝛽𝛽 by setting c.o.v. = 1 
Call the developed mybeta.m 
Detail #4 Underflow/Overflow/Robustness problem 
Detail #5 Value for TolFun & initial values 

3. Obtain importance sampling weights 
Detail #4 Underflow/Overflow/Robustness problem 

4. Resample 
Calculate the mean vector and covariance matrix for MH per stage 
Detail #3b Use of scaling factors to avoid ill-conditioning 
for 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  1 ∶ 𝑁𝑁 
Sample from multinomial distribution 
Detail #6 Call the built-in mhsample.m 
Call the developed mhsample_logpdf.m 
Call the developed mymodel.m 
Call the developed loglikelihood.m 
Detail #7 Use of joint lognormal for proposal PDFs 
Detail #8 Store results to avoid repetitive function evaluations in Step 2 at next stage 
Detail #9 Use burn-in in mhsample.m 
end - 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  1 ∶ 𝑁𝑁 

end - while 𝛽𝛽 <  1 
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7. CONCLUSIONS 

Some acceleration time histories have been collected from the Little River overflow 

bridge primarily from representative locations on the bridge deck. 

 

All data has been processed using both time- and frequency-domain analysis 

complemented with structural analysis using the first principle in mechanics and 

structural dynamics. 

 

The fundamental frequency of the monolithic beam-slab superstructure is within the 

range of 10.55 to 12.30 Hz showing consistency with simplified hand analysis 

regarding the vibrations of a beam model. 

 

The 2.54 Hz in the transverse direction of the bridge was felt by a very experienced 

team member during the field testing and has been identified in data processing. Our 

extensive analysis has been narrowed down to the natural frequency of the lateral 

vibration of the pile bent where five steel piles are oriented in their weak axis. 

 

The 1.37 Hz in the longitudinal direction of the bridge has been identified in data 

processing. This frequency component seems to be caused by the forcing function 

of driving vehicle. Its implication to the bridge design is to be further examined. 
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8. RECOMMENDATIONS FOR FUTURE WORK 

For field testing and instrumentation, a high-fidelity wireless sensor network is essential 

for collecting data underneath the deck. In addition to the girders, lateral motion of the 

bridge can be monitored with the change of the seasons. Together with system 

identification, the goal is to find out the capacity of the shear for the interior girders. 

 

In 2010, Mr. Peng F. Tang searched the TRB database, BSI and Google before 

reaching the conclusion that BRUFEM does not support dynamic analysis. Given our 

current finding about the lateral motion of the bridge, exploring the capability of FB-

MultiPier v4.18 or higher that can perform modal analysis would be rational for future 

work. The lateral motion of the bridge needs to be modeled in our in-house FEM model 

as well. 

 

The backbone techniques and empirical mode decomposition (EMD) will be further 

developed leading to a systematic procedure of utilizing nonlinear dynamics to infer 

damages. 

 

Model updating is needed for a typical span of the Little River overflow bridge with 

the goal of finding out the demand of the shear for the interior girders. 

 

Our precious in-house test bed, a 26’-long real-world girder at OU Fears Lab should 

be thoroughly utilized in the development of our high-fidelity wireless sensor network, 

the nonlinear system identification technique and model updating. Only after the 

success of this step, more field testing would take place. 
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